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G. Alexits in [1] introduced the following concepts:

Definition 1. A sequence 1, ,, of random variables is called a multi.
plicative system if

E(,,,. ,.) 0 (i, < is < < in;n 1, 2,...).

Definition 2. A sequence 1, 2, of random variables is called an equi-
normed strongly multiplicative system (ESMS) if

E(,) 0, E() 1 (i 1,2, ...)

and

(:.:: :.:) (:)(:)... (:) (i, < i. < < i ;n , 2, .-.)

where ri(i 1, 2, n) can be equal to 1 or 2.

The law of the iterated logarithm for these systems was studied in [2], [3],
[4], [5], [6], [7]. All of these papers were only interested in the upper part of
the law of the iterated logarithm, i.e. they proved under different conditions tha

(-n ]-o 1 -< 1

for certain positive C.
Probably the best results in this direction are due to Shigeru Takahashi [7]

and V. F. Gaposhkin [6] who have proved the following two theorems:

[7] Let . be a uniformly bounded multiplicative systemTheorem A.
lot which

() 1,

Then

(,)

557

Indiana University Mathematics Journal, Vol. 21, No. 7 (1972)


